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Abstract—Brain electroencephalography (EEG), the complex, weak, multivariate, nonlinear, and nonstationary time series, has been recently widely applied in neurocognitive disorder diagnoses and brain–machine interface developments. With its specific features, unlabeled EEG is not well addressed by conventional unsupervised time-series learning methods. In this article, we handle the problem of unlabeled EEG time-series clustering and propose a novel EEG clustering algorithm, that we call mwcEEGc. The idea is to map the EEG clustering to the maximum-weight clique (MWC) searching in an improved Fréchet similarity-weighted EEG graph. The mwcEEGc considers the weights of both vertices and edges in the constructed EEG graph and clusters EEG based on their similarity weights instead of calculating the cluster centroids. To the best of our knowledge, it is the first attempt to cluster unlabeled EEG trials using MWC searching. The mwcEEGc achieves high-quality clusters with respect to intracluster compactness as well as intercluster scatter. We demonstrate the superiority of mwcEEGc over ten state-of-the-art unsupervised learning/clustering approaches by conducting detailed experimentations with the standard clustering validity criteria on 14 real-world brain EEG datasets. We also present that mwcEEGc satisfies the theoretical properties of clustering, such as richness, consistency, and order independence.
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I. INTRODUCTION

BRAIN electroencephalography (EEG), the electrical temporal signal generated by the cerebral cortex, is one specific type of time series, with features of high complexity, multivariate, nonlinearity, nonstationarity, and a low signal-to-noise ratio. It is reported that EEG throughout the entire life of a human reflects not only the particular brain functions but also the states of the entire body [1]. From the early 20th century, EEG, as a noninvasive technique, has been widely studied and used to research neurocognitive disorders, including Alzheimer’s disease (AD) [2], [3]; epileptic seizures [4], [5]; stroke [6], [7]; etc. Meanwhile, it is also applied in brain–machine interface (BMI) [8] (or brain–computer interface (BCI) [9], [10]), including motor imagery detection classification [11], [12]; robotic arm control [13], [14]; wheelchair navigation [15], [16]; etc. As is known to us, the existing methods in the two most popular applications require labels of EEG signals. However, EEG signals that lack labels in these fields are increasing mainly due to: 1) the uncontrolled cerebral activities of subjects with unidentified EEG patterns, especially for those patients suffering from cerebral diseases; 2) the uncertainty of cerebral disease patterns in different stages for disease diagnosis; 3) the newly activating EEG with unidentified control commands to enrich multitask BCI applications close to real life; and 4) the label incompleteness or mislabeling of EEG signals when recording. As a result, manually labeling EEG becomes a time-consuming task and the absence of labels also precludes the conventional methods, for example, classification, from available analyzing unlabeled EEG signals. Therefore, novel unsupervised techniques, for example, clustering, are required to solve the problems caused by ever-increasing unlabeled EEG.

To handle the challenging but valuable task, this article proposes a novel EEG clustering (i.e., mwcEEGc) inspired by maximum-weight clique (MWC), whose idea is to map unlabeled EEG clustering to repeating MWC searching in a complete-undirected Fréchet distance (FD)-weighted EEG graph.
graph. This method simultaneously considers vertex weights and edge weights of the FD-weighted EEG graph, and it concentrates on the compactness between any two EEG trials in the same cluster and the scatter in different clusters. Furthermore, unlike most conventional clustering methods, the proposed method is not required to calculate cluster centers. Consequently, the proposed method produces consistent and order-independent EEG clustering results. In detail, the contributions are highlighted as follows.

1) We formulate the problem of EEG clustering as MWC searching in a similarity-weighted EEG graph. To the best of our knowledge, it is the first attempt to cluster unlabeled EEG using MWC.

2) We propose a novel algorithm, mwcEEGc, simultaneously considering edge weight and vertex weight when using MWC to cluster EEG trials. The mwcEEGc provides high-quality EEG clustering with respect to intracluster compactness and intercluster scatter.

3) We present the efficacy of mwcEEGc with detailed experiments in a way that mwcEEGc is compared to ten state-of-the-art clustering approaches on 14 EEG datasets. The experimental results clearly demonstrate that mwcEEGc yields the best quality of unlabeled EEG clusters.

4) We also summarize the satisfiability of mwcEEGc with four theoretical clustering properties, and mwcEEGc satisfies three: a) richness; b) consistency; and c) order independence.

The remainder of this article is organized as follows. An overall framework of our method is briefly introduced in Section II. The related works are reviewed in Section III. Preliminaries of the Fréchet similarity and MWC that we used in our method are introduced in Section IV. The proposed algorithm mwcEEGc for EEG clustering is presented in Section V. Then, detailed experimentation is carried out in Section VI. Subsequently, the satisfiability of four theoretical clustering properties, that is: 1) scale invariance; 2) richness; 3) consistency; and 4) order independence, for mwcEEGc is discussed in Section VII. Finally, we summarize this article and orientate future work in Section VIII.

II. OVERALL FRAMEWORK OF mwcEEGc

Fig. 1 presents the overall framework of the proposed MWC-based EEG clustering method, which includes the contents as follows.

1) EEG Similarity: Measures the correlations of pairwise EEG trials. Intuitively, EEG trials grouped into the same clusters are similar to each other, while those partitioned in different clusters have lower similarities. Moreover, the similarities weigh the correlations among EEG trials and construct the weighted graph. They also contribute to the importance of vertices (EEG trials) to clusters.

2) EEG Graph Construction: Forms a weighted undirected complete EEG graph, including vertex weight and edge weight, where EEG trials are transformed as vertices and any two of them are connected by an edge. Furthermore, a modified weight function is proposed based on vertex weight and edge weight simultaneously. Edge weight and vertex weight are two important parts for EEG clustering in this content, which will be introduced later.

3) EEG Clustering: Searches cliques from the weighted EEG graph with respect to similarity thresholds such that the total weight of all cliques is maximized. A vertex whose edge similarities to all the other vertices in the clique satisfy the similarity threshold is likely to join the clique based on whether the total weight of the new clique is larger or smaller than the former one. Then, this process is repeated until all the vertices are clustered while the total weight of all cliques is maximized. This step in the process leads to our algorithm, mwcEEGc, based on MWC.

III. RELATED WORKS

The early work using the graph theory is on the EEG community (electrode) clustering. Mammone et al. [17] proposed a hierarchical EEG electrode grouping method for graph connectivity density comparison, which applied the permutation Jaccard distance to measure the coupling strength between EEG signals from different electrodes and then provided a dissimilarity matrix of electrodes for partitioning EEG electrodes. Ozdemir et al. [18] also proposed a hierarchical consensus clustering method for partitioning EEG community structure, which constructed the connectivity matrices as the weighted undirected graphs on each subject and then partitioned EEG electrodes based on the spectral graph theory. These methods mainly focused on the relationships among EEG electrodes rather than the EEG trials combined with multichannel EEG signals, and they also ignored the correlations among EEG signals from the same electrode. Dai et al. [19] exploited MWC to select the valid EEG for classification. It conducted a different problem with our current work in this article. The work [19] was on EEG instance selection for EEG classification in a supervised way, where EEG labels are required and it is a common task. The present work in the article conducted EEG clustering in an unsupervised way that is seldom addressed and is a more challenging task because of its aim at unlabeled EEG. In detail, our work in this article focuses on EEG trial clustering through mapping it to searching MWCs such that the total weight is also maximized in a complete undirected similarity-weighted EEG graph, in a way that similar EEG trials are assigned into same clusters while dissimilar ones are separated into different clusters. In this section, we review...
related works on EEG time-series clustering and similarity measures.

A. EEG Time-Series Clustering

With the continuous increase of unlabeled EEG signals, EEG clustering is becoming an important new technique for neurocognitive diagnoses and BCI applications. Unfortunately, there are few studies on clustering unlabeled EEG time series, such as k-means [20], [21] and the newest MTEEGC [22] which exploited an optimal objective function to search cluster centroid and then clustered EEG trials based on the cross-correlations between candidate EEG trials to the cluster centroid. But both of the two methods are influenced by the center/centroid initialization and they just consider the distance/similarity of EEG signals to the center/centroid, ignoring the correlations between other EEG signals in the same clusters. As a promising unsupervised analysis technique, time-series clustering is currently emerged out, such as 1) feature selection-based UDFS [23], NDFS [24], RUFS [25], and RSFS [26]: first extract/select features and then embed k-means strategy to cluster; 2) distance-based k-means++ [27], dynamic time warping (DTW) [28], k-DBA [29], and K-SC [30]: first randomly initialize or calculate cluster centers/centroid, and then cluster time series mainly based on their distances between candidates and the centers/centroid; 3) shape-based SCTS [31] and k-Shape [32]: first search time-series shapes and then cluster time series based on their shape similarities; and 4) shapelet-based USLM [34] and u-shapelet [33]: first calculate shapelets of time series and transform original time series to shapelet space, and then cluster time series with the shapelets. These methods have achieved good clustering results for conventional time-series data, but they are probably not applicable to cluster unlabeled EEG since compared to traditional time series, EEG has such characteristics as higher weakness, higher complexity, stronger oscillation, higher instability, higher dimension/multivariate, and lower signal-to-noise ratio. With the characteristics of EEG, it is probably: 1) difficult to learn optimal parameters to extract/select distinct features for feature selection-based methods; 2) hard to apply appropriate lengths to learn EEG shapes/shapelets for shape-/shapelet-based methods; and 3) not easy to exploit suitable distance measures to evaluate flexible similarities among EEG signals for distance-based methods. Furthermore, these methods need to calculate cluster centers based on an optimization function and they critically depend on the selection of initial cluster centers or the initial set of amount of clusters and selected features. Therefore, these conventional time-series clustering methods do not satisfy the following clustering properties: richness, consistency [35], and order independence [36], which will be discussed in Section VII. Besides, the experiments on 14 EEG datasets in Section VI also indicate that these conventional methods cannot achieve as good EEG clusters as our method.

B. Similarity Measures

Similarity weights contribute to representing the correlations among EEG signals in the EEG graph. Which similarity measure is the most appropriate for EEG? Several widely applied similarity measures are discussed in this section, including the Euclidean metric (ED) [37], [38]; DTW [29], [39]; the Hausdorff distance (HD) [40]; and FD [41]. ED does not correspond to the common notion of time series and it cannot capture flexible similarities of EEG time series since it requires the same length of sequences. DTW evaluates the similarity between time series by warping them in the time dimension, which outperforms ED [42], but it concentrates too much on minimizing the accumulation of all local distances among adjacent points while the FD emphasizes the overall distinction between series [43]. Meanwhile, FD is inherently independent of the sampling of curves, DTW does not work well when one of two curves is sampled less frequently [44]. Moreover, DTW does not satisfy the triangle inequality but the discrete FD does [45]. HD is sensitive to outliers [46], and it considers EEG as arbitrary point sets, which ignores point orders of EEG. Namely, HD measures distances just according to the nearest neighbor distances among points along the curves. It is likely to obtain a small HD but a large FD for two EEG signals [40], [41]. FD demands continuous and order-preserving assignments of points along the curves. It not only takes into account the location and points orders along the curves but also satisfies the triangle inequality, which theoretically makes it outperform ED, DTW, and HD in measuring EEG similarities, with respect to their intrinsic structure [19], [49]. Table I in detail shows their advantages and disadvantages, respectively, and Fig. 2 also illustrates their performance on EEG clustering. According to the suitability and superiority, we, therefore, applied FD as the similarity measure for EEG clustering in this article.

IV. Preliminaries

This section introduces the FD-based similarity measure and MWC, respectively, which are applied in the proposed EEG clustering approach.

A. Similarity Based on the Fréchet Distance

Originally, FD [50] is defined as the minimum length of a leash that a handler requires to walk a dog, where the dog...
walks monotonically along $\phi$ according to $\theta$ and the handler walks monotonically along $\psi$ according to $\pi$. In this analogy, FD is the shortest possible leash admitting such a walk. Mathematically, given two reparameterizations $\theta$ and $\pi$ such that $\theta, \pi : [0, 1] \rightarrow [0, 1]$ and $\theta(0) = 0, \theta(1) = 1; \pi(0) = 0, \pi(1) = 1$ for two curves (EEG signals) $\phi$ and $\psi$, respectively, define the width between $\phi$ and $\psi$ as follows:

$$\text{width}_{\theta, \pi}(\phi, \psi) = \max_{q \in [0, 1]} \| \phi(\theta(q)) - \psi(\pi(q)) \|$$ (1)

where $\| \cdot \|$ is the underlying norm.

Formally, two curves (EEG trials) $\phi$ and $\psi$ in $\mathbb{R}^d$, the FD between $\phi$ and $\psi$ is defined as

$$\delta_F(\phi, \psi) = \inf_{\theta, \pi \in [0, 1]} \text{width}_{\theta, \pi}(\phi, \psi)$$ (2)

where $\theta$ and $\pi$ are two orientation preserving reparameterizations of two curves $\phi$ and $\psi$.

**B. Maximum-Weight Clique**

The maximum-weight clique problem (MWCP) [51], without loss of generality, is a technique that searches the clique (i.e., a subgraph whose vertices are pairwise connected by a weighted edge) in a weighted graph, such that the weight of vertices and edges is maximized. In practice, MWCP is applied to search instances with specifically similar/same properties or structures, such as searching communities, networks, or protein structure analysis, etc. Given an undirected weighted graph $G = (V, E, \eta, \mu)$, where $V$ and $E$ define the vertex set and edge set, respectively; $\eta : V \rightarrow [0] \cup \mathbb{R}^+$ and $\mu : E \rightarrow [0] \cup \mathbb{R}^+$ denote correspondingly vertex weights and edge weights. $\sum_{v \in V} \eta_v + \sum_{e \in E} \mu_e$ is the weight of $G$.

Define $N_n = \{1, \ldots, n\}, n = |V|$, and $e_{ij} = [i, j] \in E$, then MWCP aims to find a maximum-weight clique $C$ in the given graph $G$ [see (3)]. When the vertex $v_i$ or edge $e_{ij}$ ($i$ and $j$ of $e_{ij}$ denotes vertex $v_i$ and $v_j$, respectively) is selected into a clique, $v_i = 1, v_j = 1$, and $e_{ij} = 1$. Otherwise, $v_i = 0, v_j = 0$, and $e_{ij} = 0$. Therefore, $v_i, v_j, e_{ij} \in \{0, 1\}$, see the right of indicator

$$\sum_{i=1}^{n} \eta_i v_i + \sum_{1 \leq i < j \leq n} \mu_{ij} e_{ij} \rightarrow \max_{v_i, e_{ij} \in \{0, 1\}}$$ (3)

In existing methods for solving MWCP [52], either the weight of vertex [53] or the weight of edge [54] is considered, but not both. Especially, when only considering the weights of vertices or the edge weights are transformed into vertex weights, the MWCP is correspondingly transformed to the maximum-clique problem (MCP) which searches a complete subgraph with maximum cardinality. In the case, the MWCP can be equivalently interpreted by a binary model which is formulated as (4) shows based on [55]

$$\max f(x) = \sum_{i=1}^{n} w_i x_i$$

s.t. $x_i + x_j \leq 1 \quad \forall \{v_i, v_j\} \in E$

$$x_i \in \{0, 1\}, \quad i \in \mathbb{N}_n$$ (4)

where $N_n = \{1, \ldots, n\}, n = |V|, w_i$ is the weight of $v_i$; $x_i$ denotes the binary variable associated to vertex $v_i$; and $E$ defines the edge set of complementary graph $\overline{G}$.

**V. mwcEEGc for EEG Clustering**

The proposed method mwcEEGc clusters EEG trials via searching MWCs in an improved Fréchet similarity-weighted EEG graph. More important, mwcEEGc considers the weights of both vertices and edges to search MWCs.

**A. Fundamental Support**

Intuitively, the contour shapes of EEGs stimulated by the same specific cerebral activity are assumed to be highly similar to each other and different from those activated by different cerebral activities, which provides the fundamental support for mwcEEGc to cluster EEGs. According to the basic knowledge, the proposed method mwcEEGc highly similar EEGs into a clique with tight intracluster compactness and large intercluster scatter, by searching MWCs in an improved Fréchet similarity-weighted EEG graph.

In detail, for activating a specific cerebral activity, the majority of EEG signals are similar to each other, only a few ones (invalid ones generated by nonspecific cerebral activities) are not. Namely, for stimulating a specific cerebral activity, the probability of getting the majority of similar EEG signals is larger than that of getting the majority of dissimilar ones (i.e., minority of similar ones).

**Theorem 1:** Stimulating a cerebral activity $A$, the probability of getting similar EEG is $p$, correspondingly getting dissimilar one is $1 - p$. When $0 \leq 1 - p \leq p$, activating $A$ for $n \geq 2$ times, let $P(E_{k\geq(n/2)})$ be the probability of getting equal or more than $k\geq(n/2)$ similar EEG signals and $P(E_{k\leq(n/2)})$ be the probability of getting equal or less than $k\leq(n/2)$ similar ones, then

$$P(E_{k\geq(n/2)}) \geq P(E_{k\leq(n/2)})$$

(The proof is shown in Section S-I of the supplementary file.)
B. Edge Weight of EEG Graph

The edge weight of EEG graph $G = (V, E, \eta, \mu)$ represented by EEG similarities determines to cut edges that do not satisfy threshold when partitioning EEG graph (i.e., EEG clustering). As a promising similarity measure, the FD is utilized in the work. In fact, the conventional FD (CFD) mainly measures the global trends but neglects the local structure [56]. In order to improve the similarity measure and balance the sensitivity of global similarity, we use local tendency to improve the CFD. Mathematically, let $tr_1 = (a_1, \ldots, a_l)$, $tr_j = (b_1, \ldots, b_l)$ be two EEG signals in $\text{Tri}$ (i.e., set of EEG trials), the local tendency of $tr_i$, $tr_j$ is computed by

$$\text{LocT}(tr_i, tr_j) = \frac{\sum_{p=1}^{\eta} (a_{p+r} - a_p)(b_{p+r} - b_p)}{\sqrt{\sum_{p=1}^{\eta} (a_{p+r} - a_p)^2 \sum_{p=1}^{\eta} (b_{p+r} - b_p)^2}}$$

(5)

where $r$ such that $1 \leq r < o(o = \min[h, l])$ defines the length of the EEG subsequence. With $a_{p+r} - a_p$ in (5), $r$ points are selected to measure the local tendency and commonly $r = 1$, since a larger $r \geq 2$ probably results in that more local tendencies of smaller EEG segments with lengths $\leq r$ are ignored. Besides, $\text{LocT}(tr_i, tr_j) \in [-1, 1]$, where the positive values indicate two EEG have more similar local tendencies and the larger the value is, more similar local tendencies the two EEG have, otherwise the two EEG have more opposite local tendencies. Then, the improved similarity is calculated by

$$s_{ij} = \lambda \cdot \delta F(tr_i, tr_j) + (1 - \lambda) \frac{1 - \text{LocT}(tr_i, tr_j)}{2}$$

(6)

where $\delta F(tr_i, tr_j)$ is the CFD similarity and $\lambda \in [0, 1]$. Commonly, $\lambda = 0.5$, to balance the global similarity and local tendency.

With the local and global trends, the normalized similarities of $n$ EEG trials build the diagonal similarity matrix $S^{n \times n}$, named edge weight matrix $\mu$, as shown in

$$\mu = S^{n \times n} = \begin{pmatrix} 1 & \cdots & s_{1n} \\ \vdots & \ddots & \vdots \\ s_{n1} & \cdots & 1 \end{pmatrix}$$

(7)

where $s_{ij} = s_{ji}$, and $i, j$ denote EEG $tr_i, tr_j \in \text{Tri}$.

Additionally, Fig. 3 establishes the superiority of the improved FD (IFD) over the conventional one (CFD) for measuring EEG similarities.

C. Vertex Weight of EEG Graph

The vertex weight of the EEG graph $G = (V, E, \eta, \mu)$ reflects the significance of vertices to MWC that are being searched. Namely, together with edge weights, it determines which vertices are assigned together into a same clique (cluster). In other words, EEG vertices with higher $\eta_i$ are potentially clustered in a same clique. For $n$ EEG trials in the EEG graph $G = (V, E, \eta, \mu)$, the importance of the being-searched clique is denoted by a partially ordered similarity matrix $\eta^{n \times 1}$ such that $< \eta, \leq \eta > = \{< \eta_i, \eta_j > | \eta_i \geq \eta_j ; i \neq j; i, j \in \text{Tri} \}$.

where $\eta_i$ is defined as (8), which is also called vertex weight

$$\eta_i = \frac{1}{|\text{Tri}| - 1} \sum_{j \in \text{Tri}_i} s_{ij}.$$  

(8)

In particular, when $|\text{Tri}| = 1$, then $\eta = 0$. $\eta_i$ correspondingly indicates the rankings of objective EEG trial $tr_i$ to the rest of EEG trials $tr_j \in \text{Tri}(tr_i)$. In other words, when $tr_i$ is selected into clique $C$, a vertex $tr_j \in \{tr_1, \ldots, tr_l\}$ with the highest rank to $tr_i$, according to vertex weight $\eta$, is correspondingly highly likely clustered into the same clique $C$.

D. Formulation of EEG Clustering

Unlike the methods that only have edge weight or vertex weight, our method simultaneously considers edge weight and vertex weight to cluster EEG since the two weights jointly together: 1) measure the correlations between any two EEG trials, which contributes to intracluster compactness and intercluster scatter and 2) achieve same clusters without randomly initializing cluster centers/centroid, which satisfies order independence property [36]. Simultaneously considering the edge weight matrix $\mu^{n \times n}$ and vertex weight matrix $\eta^{n \times 1}$, the pairwise highly weighted EEG signals clustered into the same clique $C$ can be represented by (9). Based on (9), the vertex with large value $c_{v_i} \in C$ achieved by $\eta^T \mu$ is most likely selected into the clique to construct a larger-weight clique, see (10). With (9), the EEG clustering method can achieve excellent results with high intracluster compactness and intercluster scatter, without randomly initializing cluster centers or calculating centroid

$$C = \eta^T \mu.$$  

(9)

Correspondingly, the vertex $v_i$ with largest $c_{v_i} \in C$ can be chosen as the next potential candidate into the clique

$$v_i = \arg \max_{v_j} \{c_{v_j} \in C\}.$$  

(10)

E. mwcEEGc Algorithm

Given an improved Fréchet similarity-weighted EEG graph $G_W = (V, E, \eta, \mu)$, where $\eta : V \to \{0\} \cup \mathbb{R}^+$ and $\mu : E \to \{0\} \cup \mathbb{R}^+$ represent weights of the vertices (EEG trials) and edges, respectively, the proposed mwcEEGc algorithm aims
to find a family $\mathcal{C} = \{C_1, \ldots, C_m\}$ of $(m \geq 2)$ disjoint cliques that maximizes $\sum_{C \in \mathcal{C}} w_{C}$, whose cardinalities are denoted by positive integers $N_1, \ldots, N_m$ satisfy $\sum_{i=1}^{m} N_i \leq n, n \leq |V|$. For any edge $(i, j) \in E(C_k)$, $i \in V(C_k)$, $k \in \{1, \ldots, m\}$ and the weight of edge in $C_k$ : $\mu_{ij} \in \mu$, $\mu = [s_{ij} \mid s_{ij} \geq \delta_k]$, the weight function of the $k$th clique $C_k$ simultaneously considering edge weight and vertex weight is modified as (11) defines, where similarity threshold $\delta_k$ determines the results of EEG clustering (the $k$th clique $C_k$ searching) since vertices whose edge weights are larger than $\delta_k$ are potentially partitioned into $C_k$. The threshold $\delta$ selection for EEG clustering will be discussed later

$$w_{ij} = \begin{cases} \frac{n_j+n_i}{N_i-1} + \mu_{ij}, & \text{if } \mu_{ij} \geq \delta_k, i \neq j \\ 0, & \text{otherwise} \end{cases} \tag{11}$$

**Proposition 1:** The mwcEEGc for EEG clustering with the modified weight function (11) as well as the descending thresholds $\delta = \{\delta_0 = 1, \delta_1, \ldots, \delta_m\}$ can be equivalently written as follows:

$$\mathcal{F}(\mathcal{C}) = \sum_{k=1}^{m} F(C_k) = \sum_{k=1}^{m} \sum_{e \in E(C_k)} \sum_{\delta_k \leq \mu_{e} < \delta_{k-1}} w_{e} \rightarrow \max_{\mathcal{C} \in \mathcal{E}}$$

or

$$\mathcal{F}(\mathcal{C}) = \frac{1}{2} \sum_{k=1}^{m} \sum_{i \in C_k} \sum_{j \in C_k} \sum_{\delta_k \leq \mu_{ij} < \delta_{k-1}} w_{ij} \rightarrow \max_{\mathcal{C} \in \mathcal{E}}$$

where $\mathcal{E} = \{\mathcal{C} = \{C_1, \ldots, C_m\} : C_i \cap C_j = \emptyset; |C_i| = N_i, |C_j| = N_j; \{i,j\} \in N_m\}$. The proof of Proposition 1 is shown in Section S-II of the supplementary file. $\delta_0 = 1, \delta_1, \ldots, \delta_m = 0$ in a descending order correspondingly denote the similarity thresholds of the default nonvertex clique (i.e., $C_0 = \emptyset$), $1$st, $\ldots$, $m$th clique, respectively, and especially $\delta_0 = 1$ to limit the other $k$ thresholds smaller than the upper bound of $1$. With thresholds $\delta = \{\delta_0 = 1, \delta_1, \ldots, \delta_m\}$, highly similar vertices, whose connected edges’ weights are all higher than the corresponding $\delta_k$, will be clustered into a same clique $C_k$. Searching $m$ clusters requires $m-1$ thresholds, since obviously $m-1$ thresholds lead to $m-1$ cliques, and then the remaining EEG vertices whose similarities satisfy $0 \leq \mu_{v_i} \leq \delta_{m-1}$ are spontaneously regarded as the $m$th clique.

A vertex $v_i$ joins the clique $C$ when it satisfies two conditions simultaneously: 1) $\forall v_i \in C$, $\mu_{ij} \geq \delta$ and 2) $\sum_{v_i \in E(C) \mid v_i \in v_i} w_{ij} \geq \sum_{v_i \in E(C) \mid v_i \in v_i} w_{ij}$. Actually, once $\delta$ is set, adding $v_i$ to $C$ is only required to satisfy condition 1.

**Theorem 2:** A vertex $v_i$ is selected into the clique $C$ to obtain the clique $C^*$ whose weight is larger than $C$, if and only if $\forall v_i \in C$, $\mu_{ij} \geq \delta_C$, where $\delta_C$ denotes the similarity threshold of clique $C$.

Based on Theorem 2 (see Section S-III of the supplementary file for the proof), once $\delta_k = \{1, \ldots, m\}$ is set, mwcEEGc searching cliques with $\max_{C \in \mathcal{E}}$ is eventually transformed to $(m-1)$-searching MWCs. In other words, performing $(m-1)$-mwcEEGc is equivalently transformed to repeating $(1, \delta_k)$-mwcEEGc for $m-1$ times with $\delta_k, k = 1, \ldots, m$, especially $\delta_0 = 1$ and $\delta_m = 0$.

---

**Algorithm 1 mwcEEGc**

**Input:**

- $\delta$: Similarity threshold set, $\delta = \{\delta_k|0 \leq \delta_k < \delta_{k-1}; \delta_0 = 1, \delta_m = 0, k = 1, \ldots, m \geq 1\}$

**Output:**

- $\mathcal{C}$: Clique set such that $\max \mathcal{F}(\mathcal{C})$;

1. Initialize $G = (V, E, \eta, \mu)$ with (7) and (8), $k = 1$,
   - $C_1 = \eta^T \mu, C = \emptyset$;
2. **repeat**
   - $\delta_k \in \delta$;
   - $C_k = \eta^T \mu$;
   - $C_k \in \{v_1\} (v_1$ with the maximum value in $C_k) \in V\} ;$
   - $V = V\\backslash\{v_1\} ;$
   - for $V \neq \emptyset$ do
     - $\{v_1|v_1$ with the $r^{th}$ largest value in $C_k\} \in V$;
     - if $\forall v_i \in V_{C_k}, \delta_k \leq \mu_{v_i} \leq \delta_{k-1}$ then
       - $V_{C_k} = V_{C_k} \cup \{v_i\}$;  
       - $N_k = |V_{C_k}| + 1$;
     - Update $w_{ij}$ with (11);
     - $W_{C_k \cup \{v_i\}} = \sum_{i,j \in V_{C_k \cup \{v_i\}}} w_{ij}$;
   - end if
   - if $W_{C_k \cup \{v_i\}} \geq W_{C_k}$ then
     - $C_k = V_{C_k}$;
     - $V = V\\backslash\{v_i\}$;
     - $W_{V_{C_k \cup \{v_i\}}}$;
   - end if
   - $t = t + 1$;
4. end for
5. $C = C \cup C_k$;
6. $k = k + 1$;
7. $\eta_k = \{\eta_i | v_i \notin V_{C_{k-1}} \}$;
8. $\mu_k = \{\mu_i | v_i \notin V_{C_{k-1}} \}$;
9. until $\delta\{\delta_0\} = \emptyset$

**Proposition 2:** With Theorem 2, $(m \geq 1, \delta_k = \{1, \ldots, m\})$-mwcEEGc is equivalently transformed to $(m-1)$-time repeating performing $(1, \delta_k)$-mwcEEGc with $0 \leq \delta_k < \delta_{k-1}, \delta_0 = 1$ and $\delta_m = 0$.

The proof of Proposition 2 is elaborated in Section S-IV of the supplementary file. Based on Proposition 2, the mwcEEGc is shown in Algorithm 1, which clusters EEG without randomly selecting cluster centers or computing cluster centroids. $C_k = \eta^T \mu$ in Algorithm 1 also shows the importance of remaining vertices $v \in V \\backslash V_{C_k}$ after the $k$th clique is identified, and it is also used to assign the next potential vertex with the largest value into the clique. With $C = \eta \mu$, the ranking $n_i \in \eta$ also reduces the time consumption mainly because cliques can be achieved without computing cluster centers/centroids. Besides, Fig. 4 also briefly illustrates the process of Algorithm 1.

F. Complexity Analysis of mwcEEGc

The mwcEEGc approach mainly contains two phases: 1) weighted EEG graph construction and 2) EEG clustering, both of which contribute to the time consumption of mwcEEGc.
In weighted EEG graph construction, the time cost is primarily determined by the Fréchet-based similarity computation of EEG trials. The conventional algorithm proposed in [57] to compute the Fréchet similarity of $n$ EEGs with length of $l$ has a runtime of $O(2^{n(n - 1)/2} \cdot l^2 \log l^2) = O(n^2 \cdot l^2 \cdot \log l^2)$ based on the symmetry of the Fréchet similarity of pairwise EEG trials, where $n \ll l$ commonly. With the development in recent decades, the computation for the Fréchet similarity is improved in a subquadratic time $O(l^2(\log \log l)/(\log l))$ as introduced in [41], which is used to compute the FD of EEGs in this article to measure EEG similarities and construct the weighted EEG graph. Hence, the real runtime for computing the Fréchet similarity for $n$ EEG trials is $O(2^{n(n - 1)/2} \cdot l^2(\log \log l)/(\log l)) \approx O(n^2 \cdot l^2(\log \log l)/(\log l))$.

In Algorithm 1, with the Fréchet-based EEG similarities, the mwcEEGc aims to group $n$ EEG trials from the constructed weighted EEG graph into $m$ clusters with respect to similarity thresholds $\delta = \{\delta_1, \ldots, \delta_{m-1}\}$, such that the total weight of $m$ clusters is maximized. In each iteration, computing $C_k$ and seeking the vertex with the largest value in $C_k$ requires $O((n - n_k)^2) < O(n^2)$ as lines 4 and 5 show, where $n_k$ is the number of vertices of clique $C_k$ with constraint of $\sum_{k=1}^m n_k = n$. Then, searching clique mainly requires checking the edge weights with respect to $\delta$, updating the modified weights, and summarizing the total weight of clique $C_k \cup \{v\}$ together cost $O(n - n_k + 1)(n - n_k) < O(n^2)$ (see lines 7–21). Finally, to update the edge weight matrix and vertex weight matrix in lines 24 and 25 requires $O((n - n_k)(n - n_k - 1)/2) < O(n^2/2)$. In a result, the time complexity of mwcEEGc is $O(\sum_{k=1}^m ((n - n_k)^2 + (n - n_k)(n - n_k - 1) + ((n - n_k)(n - n_k - 1))/2)) < O(mn^2 + mn^3) \approx O(mn^3 \log n)$. Thus, the time complexity of mwcEEGc to cluster EEG trials is bounded from above by the polynomial time $O(mn^3)$.

In overall, considering the computation of the improved Fréchet-based similarities and EEG clustering, the total time consumption of mwcEEGc is $O(mn^2 \cdot l^2(\log \log l)/(\log l))$.

VI. EXPERIMENTS

We first introduce the details of the EEG datasets, evaluation methodology, and baseline methods in the section. Then, we conduct the experiments and discuss the impact of key factors on mwcEEGc.

A. EEG Datasets

Fourteen EEG datasets shown in Table II are used to evaluate the efficacy of mwcEEGc, which includes the slow cortical potentials (SCPs), mental imagery EEG, motor imagery EEG, and hand movement EEG. Besides, all the original EEG data and their detailed descriptions are publicly available as online archives at https://github.com/Jackie-Day/EEG-data-and-descriptions. Importantly, as an essential preprocessing technique that assists data mining algorithms to concentrate on the structural similarities or dissimilarities rather than the amplitude-driven ones, z-normalization is first used to preprocess the EEG data before they are used to cluster in the paper. Moreover, we selected the specific target EEGs recordings activated by the specific cerebral activities by deleting such nontarget and unspecific EEGs in relaxing or in idle or in preparing period. Moreover, as these original EEG data were labeled, we first removed their labels for mwcEEGc, and then they are also adopted to evaluate the performance of mwcEEGc.

B. Evaluation Methodology

Six evaluation criteria of intracluster compactness ($S_{in}$), intercluster scatter ($S_{sc}$), integrated ratio (r), rand index (RI), Fleiss’s kappa ($\kappa$), and F-score are utilized to measure the performance of EEG clustering algorithms.

**TABLE II**

<table>
<thead>
<tr>
<th>EEG Dataset Details</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>EEG Data</strong></td>
</tr>
<tr>
<td>II-L_a</td>
</tr>
<tr>
<td>II-L_b</td>
</tr>
<tr>
<td>II-L_a-fs</td>
</tr>
<tr>
<td>III-V_a-s1</td>
</tr>
<tr>
<td>III-V_a-s2</td>
</tr>
<tr>
<td>III-V_a-s3</td>
</tr>
<tr>
<td>IV_2a-s1</td>
</tr>
<tr>
<td>IV_2a-s2</td>
</tr>
<tr>
<td>IV_2b-s1</td>
</tr>
<tr>
<td>IV_2b-s2</td>
</tr>
<tr>
<td>IV_3-s1</td>
</tr>
<tr>
<td>IV_3-s2</td>
</tr>
</tbody>
</table>
1) Intracluster Compactness ($S_{In}$):

$$S_{In} = \frac{1}{|C|} \sum_{C_t \in C} \left( \frac{1}{\sqrt{|C_t|}} \sum_{t \in C_t} \| w' - \mu_t \|_2^2 \right)$$  \hspace{1cm} (12)

where $C_t \in C$ denotes the $t$-th cluster, $\mu_t$ denotes the mean weight of $C_t$, and $w'$ indicates the weight matrix of $C_t$. $S_{In}$ measures the similarities of pairwise EEG in the same cluster. A smaller $S_{In}$ indicates higher holistic compactness within all the EEG trials in the same cluster.

2) Intercluster Scatter ($S_{Be}$):

$$S_{Be} = \frac{1}{|C|} \sum_{C_t, C_s \in C} \left( \frac{1}{\sqrt{|C_t|} \sqrt{|C_s|}} \sum_{t \in C_t} \sum_{s \in C_s} (w'^s - \mu_t)(w'^s - \mu_s)^T \right)$$ \hspace{1cm} (13)

where $C_t, C_s \in C$ denotes two clusters such that $C_t \cap C_s = \emptyset$; and $w'^s$ denotes the weight matrix between $C_t$ and $C_s$. $S_{Be}$ measures the scatter among clusters, that is, it evaluates the separation degree of clusters. Further, the larger the $S_{Be}$ is, the higher is the scatter between clusters.

3) Integrated Ratio ($r$): An integrated evaluation ratio $\gamma$ simultaneously considering $S_{In}$ and $S_{Be}$ is proposed. Mathematically, $\gamma = (\langle S_{Be} \rangle / \langle S_{In} \rangle)$. A higher $\gamma$ reflects a qualitatively better clustering performance.

4) Rand index ($RI$) [58] Evaluates clustering quality based on the number of correct classes that the method clusters. Namely, it denotes the percentage of correct assignments achieved by methods. In detail, $RI = [(TP + TN) / (TP + TN + FP + FN)]$, where $TP$ stands for the amount of true positives; false positives (FPs); $TN$, true negatives; and $FN$ defines the amount of false negatives.

5) F-Score [59] is a modified measure of RI that regards unequally FP and false negative (FN) by setting a scale factor $\beta \geq 0$ on recall, generally $\beta = 1$. In the end, $F$-score = $[(1 + \beta^2)p r] / (\beta^2 p + r)$, where precision: $p = [TP / (TP + FP)]$ and recall: $r = [TP / (TP + FN)]$.

6) Fleiss’ kappa ($\kappa$) [60] measures the coherency of decision ratings among different classes. $\kappa = [\overline{P} - \overline{P_e}] / (1 - \overline{P_e})$, where $\overline{P}$ or $\overline{P_e}$ reflects the agreement degree of actually given over chance; $1 - \overline{P_e}$ means the agreement degree of attainable above chance. In addition, $\overline{P} = [1 / (Nn(n - 1))] \sum_{i=1}^{N} \sum_{j=1}^{n} n_j^2 - Nn$, $\overline{P_e} = \sum_{i=1}^{N} [1 / Nn] \sum_{j=1}^{n} n_j^2$, where $N, n, k$ define the amount of subjects, the amount of ratings per subject, and the amount of classes, respectively.

In a word, the higher the $RI$, $\kappa$, and $F$-score are, the better the quality of clustering methods achieve.

C. Baseline Methods

Aim to verify the efficacy of mwcEEGc on unlabeled EEG clustering, we compare it to ten state-of-the-art EEG or time-series clustering algorithms. These baselines can be mainly categorized into four types: 1) Classic Clustering: k-means++; 2) Feature Selection-Based Clustering Embedded With k-Means: UDFS, NDFS, RFUS, and RSFS; 3) Distance-Based Clustering: K-SC and k-DBA; and 4) Shape/Shapelet-Based Clustering: k-Shape, USLM, and MTEEGC.

$k$-Means++ [27]: It specifies a procedure with the probability to initialize cluster centers and then it performs the standard $k$-means to cluster EEG.

UDFS [23]: Unsupervised discriminative time-series clustering that simultaneously explores local discriminative information and the manifold structure to cluster time series.

NDFS [24]: Non-negative discriminative time-series clustering that combines non-negative spectral analysis and $l_2, 1$-norm minimization regularization as an integrated structure to select unsupervised time-series features and cluster.

RFUS [25]: Robust unsupervised time-series clustering that utilizes locally learning regularized robust orthogonal non-negative matrix factorization to perform robust label learning and $l_2, 1$-norms minimization to jointly cluster time series.

RSFS [26]: Robust spectral learning for unsupervised time-series clustering that combines sparse spectral regression and the robustness of graph embedding.

k-DBA [29]: It defines clusters using k-means and DTW and then uses an averaging strategy: DTW barycenter averaging (DBA) for centroid computation.

K-SC [30]: Similar to $k$-means, it uses a scale-and-shift-invariance measure to compute similarities of time series and extract cluster centroid according to the spectral norm of the similarity matrix.

k-Shape [32]: It clusters time series by seeking time-series shapes with a normalized version of cross-correlation, and it also relies on a scalable iterative refinement procedure.

USLM [34]: Unsupervised shapelet learning model efficiently learns shapelets to cluster time series, which integrates pseudoclass label learning, spectral analysis, shapelet regularization, and regularized least-squares minimization.

MTEEGC [22]: Multitrial EEG clustering is recently proposed by Dai et al., which utilizes an improved cross-correlation-based feature extraction function to seek EEG shapes as cluster centroid and then clusters EEG trials with the shape centroid.

D. Experimental Results and Discussion

We analyzed mwcEEGc by comparing it to ten state-of-the-art clustering algorithms introduced above. All algorithms are operated with MATLAB R2014b, on a Windows 10 machine with 4 $\times$ 3.30-GHz CPUs and 16-GB memory. The parameters for ten algorithms are set, respectively, as same as in their corresponding references. Besides, all the algorithms are operated ten times and the reported results are the mean of these ten runs.

1) Selection of Similarity Threshold $\delta$: In mwcEEGc, $\delta$ influences the quality and the balance of clusters. If $\delta$ is too small, it is difficult for mwcEEGc to differentiate clusters. If $\delta$ is too large, mwcEEGc partitions too unique EEG trials into clusters. Furthermore, too small or too large $\delta$ seems to result in unbalanced clusters. In our method, we set optimal $\delta$
Fig. 5. Impact of $\delta$ on mwcEEGc with 14 EEG datasets. Several groups of $\delta$ are used to evaluate the clustering performance of mwcEEGc. (a) II_Ia. (b) II_Ib. (c) II_Ia_Ib. (d) III_V_s1. (e) III_V_s2. (f) III_V_s3. (g) IV_2a_s1. (h) IV_2a_s2. (i) IV_2a_s3. (j) IV_2b_s1. (k) IV_2b_s2. (l) IV_2b_s3. (m) IV_3_s1. (n) IV_3_s2.

According to the discrete probability distribution of EEG similarities. In detail, the discrete probability distribution $d(\delta)$ of EEG similarities is defined as follows:

$$d(\delta) = \frac{n_{s \in [\delta_i, \delta_i + \text{Interval}]}}{N^2}$$

where $N$ defines the amount of EEG trials in the Fréchet similarity-weighted EEG graph $G$, and $n$ indicates the amount of similarities $s \in S$ that stay in the interval $[\delta_i, \delta_i + \text{Interval}]$.

With (14), $\delta$ can be chosen based on

$$\delta = f^{-1}(D) \in \left\{ \delta | f(\delta) \cdot \sum_{i=0}^{1} d_i(\delta) = A \right\}$$

where $A \in (0, 1)$. To achieve balanced clusters, $\Delta A_i = |A_i - A_j|, i \neq j$ should be set in slight differences.

Figure S-1 in Section S-V of the supplementary file illustrates EEG similarity matrices of 14 EEG datasets and their discrete probability distributions, respectively, which shows that most EEG trials from the same class are similar to each other and dissimilar with those from different classes. Figure S-1 also indicates that the EEG trials stimulated by the same cerebral activity from the same subject are highly similar to each other while different cerebral activities or different subjects seem to produce dissimilar EEG trials. In addition, Fig. S-1 provides an illustration of the proof of Theorem 1 and it also presents the percentages of EEG amounts under different similarity thresholds $\delta$, with which mwcEEGc can set proper similarity thresholds $\delta_k = 1, \ldots, m, m \geq 1$ to achieve high-quality EEG clusters.

Since the number of clusters of the EEG datasets is fixed, we just analyzed mwcEEGc with respect to $\delta$ that controls intracluster compactness, intercluster scatter, and the balance of clusters. The impact of similarity thresholds $\delta$ on mwcEEGc quantified with $RI$, $F$-score, and $\kappa$ is shown in Fig. 5. We can see that a moderate similarity threshold $\delta$ obtains a better clustering result than a smaller or a larger one. In other words, moderate $\delta$ that is set based on (15) achieves high-quality EEG clusters.

2) EEG Clustering Performance Analysis: We compared mwcEEGc to ten baselines for EEG clustering. Particularly, we, based on Fig. 5, set the optimal $\delta$ for mwcEEGc. The experimental results on 14 EEG datasets are shown in Tables III–XVI, respectively. Accordingly, they clearly demonstrate that mwcEEGc yields the best clusters according to $RI$, $F$-score, and $\kappa$, indicating the superiority of mwcEEGc over the ten baselines for EEG clustering.

We also compared mwcEEGc to the ten state-of-the-art baselines with respect to intracluster compactness and intercluster scatter on the 14 EEG datasets. The comparisons are also presented in Tables III–XVI, which indicates that mwcEEGc achieves the best clusters with respect to intracluster compactness and intercluster scatter. Although for all the 14 EEG datasets, mwcEEGc does not achieve the best $S_{In}$...
and $S_{Be}$ simultaneously, it at least produces either the best $S_{In}$ or $S_{Be}$. Consequently, when evaluating with integrated ratio $r$ ($r = [S_{Be}/S_{In}]$) that simultaneously considers intracluster compactness and intercluster scatter of clusters, mwcEEGc outperforms all the ten state-of-the-art baselines.

3) Impact Analysis of Similarity Measures: As we introduced in Section V-B, we improved the conventional FD to measure similarities of EEG trials via bringing in local tendency. To demonstrate the improvement of the modified FD for mwcEEGc for EEG clustering, we further compared the IFD with the CFD, along with several other advanced and widely used similarity measures, such as ED, HD, and DTW. The clustering results of mwcEEGc with such similarity measures under optimal $\delta$ (as illustrated in Fig. 5) are shown in Fig. 6. It clearly indicates that the IFD-based mwcEEGc outperforms ED-based, HD-based, DTW-based, and even CFD-based ones, since the IFD-based mwcEEGc achieves the highest $RI$, $F$-score, and $kappa$ ($\kappa$) on 14 EEG datasets.
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Fig. 6. Impact of distance (similarity) metrics on mwcEEGc with 14 EEG datasets. The results of all the distance metrics are achieved with the optimal similarity threshold $\delta$ as shown in Fig. 5. (ED: Euclidean distance; HD: Hausdorff distance; DTW: dynamic time warping; CFD: conventional Fréchet distance without modification; and IFD: improved Fréchet distance). (a) II_Ia. (b) II_Ib. (c) II_Ia_Ib. (d) III_V_s1. (e) III_V_s2. (f) III_V_s3. (g) IV_2a_s1. (h) IV_2a_s2. (i) IV_2a_s3. (j) IV_2b_s1. (k) IV_2b_s2. (l) IV_2b_s3. (m) IV_3_s1. (n) IV_3_s2.

4) Execution Time: As introduced in Section V-F, the time complexity of mwcEEGc is $O(\max\{n^2l^2((\log \log l)/(\log l)), mn^3\})$. But in practice, the real time is mostly determined by the improved FD-based similarity computation rather than by clique searching. The reasons are: 1) the min–max searching strategy of the Fréchet similarity requires lots of time, especially with a large amount of EEG trials and 2) for clique searching in weighted EEG graph, the similarity threshold $\delta$ reduces the number of EEG trials whose similarities are smaller than $\delta$ and it likely leads to a sparsely weighted EEG graph and lowering time for searching clusters in the sparse EEG graph. We also compared the time consumption of all clustering methods. For 14 EEG datasets, time consumption of clustering algorithms is illustrated in Fig. 7. As the results indicated, although mwcEEGc runs slower than $k$-means++, UDFS, RSFS, K-SC, $k$-Shape, and MTEEGERC, it is more efficient than $k$-DBA, USLM on most EEG datasets as well as having competitive efficiency to NDFS and RUFs. Furthermore, mwcEEGc is not the most efficient algorithm for EEG clustering, but it achieves the best clustering results of RI, F-score, and $\kappa$ on 14 EEG datasets.

VII. PROPERTIES SATISFIED BY MWC EEGC

In Kleinberg’s work [35], it discussed three clustering properties, that is, scale invariance, richness, and consistency. Kleinberg also proved that no clustering method satisfies the three properties simultaneously. A similar consequence has been proved on unification of clustering in [61]. Order independence, similar to Ackerman’s isomorphism invariance [36], is another desirable clustering property. A clustering algorithm is order independent if it returns same clusters with different runs, without being influenced by the input sequences of objects [62]. Here, we discuss the four theoretical clustering properties for mwcEEGc: 1) scale invariance; 2) richness; 3) consistency; and 4) order independence.

A. Scale Invariance

Scale invariance requires that clustering algorithms do not build in length scale. mwcEEGc partitions EEG trials based
on similarity threshold $\delta$, which builds in fundamental similarity scales. Therefore, mwcEEGc does not satisfy scale invariance. $k$-means++, UDFS, NDFS, RUFS, and RSFS satisfy scale invariance since they all utilize $k$-means strategy to clusters, relying on their relative distance to centers, instead of the absolute distance. K-SC also uses this property since it utilizes a scale-invariant distance measure $d(x, y) = \min_{x, y} d([x - \alpha y], [x])$ to cluster. $k$-DBA utilizes DBA distance measure to find the centroid sequence while minimizing the sum of squared distance. The DBA is deterministic once the initial average sequence (i.e., center) is selected, which means that it is not sensitive to changes in units of distance measurements. Namely, no “length scale” is built in, so $k$-DBA satisfies scale invariance. $k$-Shape is a shape-based clustering method with normalized cross-correlation based on the input number of clusters $k$, rather than a built-in distance scale, so $k$-Shape satisfies scale invariance. The USLM uses a joint optimization function of spectral regularization, shapelet similarity regularization, and regularized least-squares minimization to learn unsupervised shapelet and cluster, which does not build in distance scales, thus USLM also satisfies scale invariance. Similarly, MTEEGC is a shape centroid-based method that clusters EEG trials also based on the initialized number of clusters, rather than the built-in distance scale, so it also satisfies scale invariance.

### B. Richness

Richness imposes that all possible partitions (clusters) can be produced. mwcEEGc clusters EEG trials according to $\delta$, so that the thresholds can be adjusted to make the similarities of desired EEG trials satisfy the similarity thresholds, which means that it can produce any desired partitions. Therefore, mwcEEGc guarantees richness. $k$-means++, UDFS, NDFS, RUFS, RSFS, K-SC, $k$-DBA, $k$-Shape, USLM, and MTEEGC fail to guarantee richness since their $k$ is a constant initialization, which achieves only $k$ clusters and precludes them generating any desired partitions.

### C. Consistency

Consistency demands no change in clusters when shrinking intracluster distances and expanding intercluster distances. The mwcEEGc aims to search a family of cliques $C = \{C_1, \ldots, C_m\}$ such that $\max_{C_i \in C}$, which requires that any pairwise vertices $(i, j)$ in the same clique are connected by an edge while any two vertices from different cliques are disjointed. Once $\delta$ is fixed, cliques such that $\max_{C_i \in C}$ are correspondingly fixed, otherwise the connections within cliques and separation between cliques would be broken, which would result in the total weight not being maximized. Therefore, mwcEEGc satisfies consistency. For $k$-means++, UDFS, NDFS, RUFS, RSFS, K-SC, $k$-DBA, $k$-Shape, and MTEEGC, their clustering process is similar to $k$-means that utilizes the $(k, g)$-centroid function to cluster, that is, the objective function of these algorithms can be presented as $g(d) = d^2$ [35], [61]. As Kleinberg concluded in [35] that “for a fairly general class of centroid-based clustering functions, including $k$-means and $k$-median, none of the functions in the class satisfies the consistency property,” therefore $k$-means++, UDFS, NDFS, RUFS, RSFS, K-SC, $k$-DBA, $k$-Shape, and MTEEGC do not satisfy consistency. Similarly, the USLM clusters EEG using a joint optimization objective function, and it probably returns local optima. When shrinking intracluster distances and expanding intercluster distances, the probability of EEG belonging to the cluster may change and the solution of the optimization function correspondingly changes. That is, the clusters change along with the change of distances. Therefore, USLM does not satisfy consistency.

### D. Order Independence

Order independence requires no changes in clusters with the presentation order of objects. The mwcEEGc chooses first vertex $v_0$ with largest value based on $C = \eta^T \mu$. Furthermore, adding a new vertex $v_t$ with $C_{v_t} = \eta^T \mu$, such that $\forall v_t \in C, \mu_{v_t} \geq \delta_C$ into the clique $C_t$ to construct a new clique $C_{t+1}$, according to Theorem 2, the weight of $C_{t+1}$ satisfies $\sum_{e \in E(C_{t+1})} w_e = \sum_{e \in E(C_t)} w_e + \eta_t \sum_{i \in C_t} \mu_{v_i}$, and after checking all the vertices and their similarities, the final clique $C^*$ is obtained with weight $\sum_{e \in E(C^*)} w_e = \sum_{i \in C^*} \eta_i + \sum_{e \in E(C^*)} \mu_e$. It indicates that the order of vertices that are added into the clique just affects the temporary weight of the cluster, rather than the final one. Therefore, the mwcEEGc satisfies order independence. For $k$-means++, UDFS, NDFS, RUFS, and RSFS, their cluster centers are randomly initialized, which results in different clusters for different runs. So they are not order independent. The K-SC randomly initializes cluster center $\mu$, although it is updated in a way that the new center $\mu^*$ is the minimizer of the sum of $d(x_i, \mu)^2$ over $\forall x_i \in C_i$. That is, $\mu^* = \arg \min_{\mu} \sum_{e \in C_i} d(x_i, \mu)^2$. Due to its random initialization of center, K-SC does not satisfy order independence. The $k$-DBA utilizes DBA to minimize DTW squared distance to averaged sequence (center) which avoids applying iterative pairwise averaging to cluster. Although it is insensitive to ordering effects, the $k$-DBA is still not independent from the initialization of the first average sequence, so it returns different clusters along with different initializations. Consequently, the $k$-DBA does not satisfy order independence. The $k$-Shape computes cluster centroid by transforming to an optimization problem that aims to obtain the minimizer of the sum of the squared distances between EEG trials to the centroid. But in iterative clustering, the previously computed centroid is used as the reference sequence (centroid). According to this, the $k$-Shape likely returns different clusters during different runs. Therefore, the $k$-Shape is not order independent. The USLM requires many initializations, such as the length of shapelets, learning rate, etc., to the cluster. However, the leading influence is the initialization of the first shapelet. As a result, with different initializations for the fist shapelet, the USLM obtains different clusters. So it does not satisfy order independence. Although the MTEEGC updates cluster centroid during clustering, it also relies on the centroid sequence initialization, so it produces different clusters with multiple runs, which precludes it satisfying order independence.
Fig. 8 summarizes the foregoing discussion and clearly indicates that mwEEGc outperforms the ten state-of-the-art clustering algorithms since it satisfies three of four properties while the ten baselines only satisfy one. In accord with the impossibility theorem [35], [61] that all four properties cannot be satisfied simultaneously, we, therefore, underline theoretically that no other EEG clustering algorithms perform better than mwEEGc for now.

**VIII. CONCLUSION**

With ever-increasing unlabeled EEG, unsupervised EEG clustering is a challenging but valuable task. This article explored the problem and proposed an MWC inspired approach, that is, mwEEGc. The mwEEGc clusters EEG trials by mapping it to searching cliques of maximum weights in an improved Fréchet similarity-weighted EEG graph with respect to intracluster compactness as well as intercluster scatter. The method simultaneously considers vertex weights and edge weights, and it is not required to compute cluster centroid during the process. The experimental comparisons with ten state-of-the-art clustering approaches on 14 EEG datasets with respect to six cluster evaluation criteria demonstrated the superiority of mwEEGc. Besides, the mwEEGc theoretically satisfies three of four key clustering properties: 1) richness; 2) consistency; and 3) order independence while those ten baselines only satisfy one: scale invariance.

In this article, we mainly focused on within-subject EEG clustering, but the cross-subject analysis is also important in EEG applications, so we also plan to handle it in our future work. The proposed method mwEEGc exploits an FD-based metric to measure EEG similarities, and it would be an interesting direction to evaluate more similarity or dissimilarity measures for mwEEGc. Moreover, mwEEGc in this article treats all EEG channels equally, and it is worthy of weighting more for event-related channels or EEG channel selection for mwEEGc clustering in future work. In addition, as a specific of time series with such characteristics as complexity, nonlinearity, nonstationarity, high dimension, and low signal-to-noise ratio, EEG signals are probably handled by mwEEGc, so it could be also applied on other types of biological signals, such as electrocardiogram (ECG), electromyogram (EMG), and may be fMRI signals as well. It is another orientation to apply mwEEGc for these signal clustering in the future.
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S-I. PROOF OF THEOREM 1

This section shows the proof of Theorem 1 of the paper.

Proof: With \(0 \leq 1 - p \leq p\), the inequation \(P(E_k \geq \frac{n}{2}) \geq P(E_k \leq \frac{n}{2})\) can be equivalently written as

\[
\sum_{k=1}^{n} \left( \begin{array}{c} n \\ k \end{array} \right) (p^k (1-p)^{n-k}) \geq \sum_{k=0}^{\left\lfloor \frac{n}{2} \right\rfloor} \left( \begin{array}{c} n \\ k \end{array} \right) (p^k (1-p)^{n-k}).
\]

when \(n = 2i + 1, i \in \mathbb{Z}^+\), the inequation is transformed as

\[
\sum_{k=i+1}^{n} \left( \begin{array}{c} n \\ k \end{array} \right) (p^k (1-p)^{n-k}) - \sum_{k=0}^{i} \left( \begin{array}{c} n \\ k \end{array} \right) (p^k (1-p)^{n-k})
= \sum_{k=0}^{i} \left( \begin{array}{c} n \\ k \end{array} \right) (p^{n-k} (1-p)^k - p^k (1-p)^{n-k})
= \sum_{k=0}^{i} \left( \begin{array}{c} n \\ k \end{array} \right) (p^{n-k} (1-p)^k - p^k (1-p)^{n-k})
\]

where \(n = 2i, i \in \mathbb{Z}^+\), it achieves the same result.

Besides, the fundamental condition requires \(0 \leq 1 - p \leq p\). If \(p < 0.5\), the probability of gaining similar EEG signals is smaller than that of getting dissimilar ones, that is, most EEG signals recorded are invalid.

Additionally, a conclusion of greater generality is: As introduced before, stimulating a cerebral task \(A\) for \(n \geq 2\) times, \(p\) and \(1 - p\) is the probability of getting similar EEG signals and of getting dissimilar ones respectively, where \(0 \leq 1 - p \leq p\), then the probability of getting more than \(k(2 \leq k \leq n)\) similar EEG signals is not smaller than the probability of getting more than \(k-m(1 \leq m < k)\) similar ones, namely \(P(E_i \geq k) \geq P(E_i \geq k-m)\). This conclusion of greater generality with \(0 \leq 1 - p \leq p\) can be proofed as similarly as Theorem 1.

S-II. PROOF OF PROPOSITION 1

This section elaborates the proof of Proposition 1 of the paper.

Proof: Set \(A_k = A(C_k) = \sum_{i \in C_k} \eta_i\), then

\[
\mathcal{F}(\mathcal{C}) = \sum_{k=1}^{m} \sum_{c \in \mathcal{E}(C_k)} w_c = \sum_{k=1}^{m} \sum_{i \in C_k} \sum_{j \in C_k \setminus i} w_{ij}
= \sum_{i \in C_k} \sum_{j \in C_k \setminus i} \frac{\eta_i + \eta_j}{N_k - 1} + \mu_{ij}
= \sum_{i \in C_k} \sum_{j \in C_k \setminus i} \bigg( \frac{\eta_i}{N_k - 1} + \sum_{j \in C_k \setminus i} \frac{\eta_j}{N_k - 1} + \sum_{\delta_k \leq \mu_{ij} < \delta_{k-1}} \mu_{ij} \bigg)
\]
\[
\frac{1}{2} \sum_{k=1}^{m} \sum_{i \in C_k} \left( \eta_i + \frac{4k - \eta_i}{N_k - 1} + \sum_{j \in C_k \setminus i} \mu_{ij} \right)
\]
\[
= \sum_{k=1}^{m} \left( \frac{(N_k - 2)\eta_k + A_k}{2(N_k - 1)} + \frac{1}{2} \sum_{i \in C_k} \sum_{j \in C_k \setminus i} \mu_{ij} \right)
\]
\[
= \sum_{k=1}^{m} \left( \sum_{i \in C_k} \eta_i + \sum_{\delta_k \leq \mu_{ij} < \delta_{k-1}} \mu_{ij} \right)
\]

---

### S-III. Proof of Theorem 2

This section introduces the proof of Theorem 2 in detail.

**Proof:** (\(\Rightarrow\)) Since \(v_t \in C^*\), obviously \(\forall v_i \in C, \mu_{it} \leq \delta_C\).

(\(\Leftarrow\)) For a vertex \(v_t\) such that \(\forall v_j \in C, \mu_{ij} \geq \delta_C\), recall Proposition 1:

\[
\sum_{v_i \in C} \sum_{e \in E(C)} w_e = \sum_{v_i \in C} \eta_i + \sum_{e \in E(C)} \mu_e,
\]

\[
\Rightarrow \sum_{v_i \in C} \sum_{e \in E(C)} w_e - \sum_{e \in E(C)} \mu_e = \sum_{v_i \in C} \eta_i - \sum_{v_i \in C} \eta_i = 0
\]

\[
\Rightarrow \sum_{v_i \in C} \mu_{it} > 0
\]

Namely, the added vertex \(v_t\) and \(\forall v_i \in C\) construct a new clique \(C^* = C \cup \{v_t\}\) whose weight is larger than \(C\).

---

### S-IV. Proof of Proposition 2

This section describes the detailed proof of Proposition 2 of the paper.

**Proof:** Recall Proposition 1: \((m \geq 1, \delta_k = 1, \ldots, m)\)-mwcEEGc can be written as \(\mathcal{F}(C) = \sum_{k=1}^{m} \sum_{\delta_k \leq \mu_{e} < \delta_{k-1}} w_e \rightarrow \max_{C \in \mathcal{E}}\) while \(\delta_0 = 1, \delta_m = 0\). Based on Theorem 2, then

\[
\mathcal{F}(C) = \sum_{k=1}^{m} \sum_{e \in E(C_k)} w_e \rightarrow \max_{C \in \mathcal{E}}
\]

\[
= \sum_{k=1}^{m} \left( \sum_{i \in C_k} \eta_i + \sum_{e \in E(C_k) \setminus i} \mu_e \right) \rightarrow \max_{C \in \mathcal{E}}
\]

\[
= \left( \sum_{i \in C_1} \eta_i + \sum_{e \in E(C_1) \setminus i} \mu_e \right) + \cdots + \left( \sum_{i \in C_k \setminus (C_1 \cup \cdots \cup C_{k-1})} \eta_i + \sum_{e \in E(C_k \setminus (C_1 \cup \cdots \cup C_{k-1}))} \mu_e \right) \rightarrow \max_{C \in \mathcal{E}}
\]

\[\vdots\]

\[
= \left( \sum_{i \in C_1} \eta_i + \sum_{e \in E(C_1) \setminus i} \mu_e \rightarrow \max_{C_1 \in \mathcal{E}} \right) + \cdots + \left( \sum_{i \in C_m \setminus (C_1 \cup \cdots \cup C_{m-1})} \eta_i + \sum_{e \in E(C_m \setminus (C_1 \cup \cdots \cup C_{m-1}))} \mu_e \rightarrow \max_{C_m \in \mathcal{E}} \right)
\]

\[
= \sum_{k=1}^{m} \left( \sum_{i \in C_k} \eta_i + \sum_{e \in E(C_k) \setminus i} \mu_e \rightarrow \max_{C_k \in \mathcal{E}} \right)
\]

---

### S-V. IFD-based EEG Similarity Distribution and Similarity Matrix

The figure in this section illustrates EEG similarity distributions \(d(s)\) and similarity matrices of 14 EEG data sets, with which the mwcEEGc algorithm proposed in the paper can set proper similarity thresholds \(\delta_{k-1}, \ldots, m, m \geq 1\) to achieve high-quality EEG clusters.
Fig. S-1: IFD-based similarity distributions \( d(s) \) of 14 EEG data sets and their similarity matrices. Bar and line plots (i.e., left subfigures) show the similarity distribution of EEG signals in every class (i.e., ‘Label’), which indicates that most similar EEG signals located in a moderate similarity threshold \( d \) and it also helps mweEEGc obtain balancedly high-quality clusters by setting proper similarity thresholds. The spectral similarity matrix (i.e., right subfigures) shows the similarities of EEG signals in different labeled classes, indicating that EEG signals in the same class have high similarity with each other and those in different classes have relatively lower similarities. (Please zoom up to review the figure)